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Outline

Motivation: why are graph-based “languages” useful?
Background: basics on Bayesian networks.

Credal networks: basic definitions.

Ll A

Credal networks: basic theory .

5. Credal networks: basic applications.

Basic fact: everything is basic...
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Motivation

» Graphs offer a compact and expressive language to express
scenarios...
> ... with many independent modules, with
interacting/hierachical pieces that display
dependence/independence.
> ... with simplifying assumptions concerning dependence.

» It is possible to exploit the structure of the graph to obtain...

> ... insights about theoretical properties.
> ... gain in computational operations.

> So, graphs are great. Let' see what graphs are.



Detour: directed acyclic graph
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Detour: graph-theoretic concepts

A parent of

B and C parents of

F child of

E and F children of

E, Fand G descendants of

A, Band D nondescendants of
B, C, E, Fand G descendants of

D nondescendant of

B and D parents of children of



Motivation: Some history

» In the 60s, probabilities were not adopted in Al (McCarthy
and Hayes: “information necessary to assign numerical
probabilities is not ordinarily available’).’



Motivation: Some history

» In the 60s, probabilities were not adopted in Al (McCarthy
and Hayes: “information necessary to assign numerical
probabilities is not ordinarily available’).’

» Many alternatives to probability were adopted: certainty
factors, Dempster-Shafer, fuzzy, non-classical logics...



Motivation: Some history

» In the 60s, probabilities were not adopted in Al (McCarthy
and Hayes: “information necessary to assign numerical
probabilities is not ordinarily available’).’

» Many alternatives to probability were adopted: certainty
factors, Dempster-Shafer, fuzzy, non-classical logics...
» During the 80s, probabilities received attention, and Bayesian

networks appeared; Markov random fields were around and
were adopted.



Motivation: Some history

» In the 60s, probabilities were not adopted in Al (McCarthy
and Hayes: “information necessary to assign numerical
probabilities is not ordinarily available’).’

» Many alternatives to probability were adopted: certainty
factors, Dempster-Shafer, fuzzy, non-classical logics...

» During the 80s, probabilities received attention, and Bayesian
networks appeared; Markov random fields were around and
were adopted.

» Since then, probability has been adopted everywhere:
knowledge representation, planning and problem solving,
learning.



Motivation: Some history

v

In the 60s, probabilities were not adopted in Al (McCarthy
and Hayes: “information necessary to assign numerical
probabilities is not ordinarily available’).’

Many alternatives to probability were adopted: certainty
factors, Dempster-Shafer, fuzzy, non-classical logics...

During the 80s, probabilities received attention, and Bayesian
networks appeared; Markov random fields were around and
were adopted.

Since then, probability has been adopted everywhere:
knowledge representation, planning and problem solving,
learning.

(Since 80s, credal networks have been also investigated.)



The Alarm network

Create | Move | Delete | Quer: | Observe |

Hygolsnh ngnre InsUTTA nesth M&M
Higv * . ?
g , . Venthach Disconnect Intubation
LVEDVolume  StrokeVolume Catechol

c:\p PC% co. HH. KinedTube Ve$1be vgw Fi(?

Am!yp e Elgroulpm .
’ r‘g Press PulnEmbolus
ErrCauter ArtC02 ,

Shant PA
TP HR HREKG

ap. mg a%z M$ s«g

Edit Variable | Edit Function I Edit Network |



The LV-failure network
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The HU network
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Heredogram analysis
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Heredogram to Bayesian network
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Representing DNA sequences

» A popular representation is based on Bayesian networks
(actually, Hidden Markov Models):

A . A5
Bl B2 B3 14 g5

(from www.cse.ucsc.edu/compbio/sam.html)



Protein interaction...
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Classification: expression detection
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for(iIN1:N)

i = a+ B(X; - X)

This and a lot more: www.mrc-bsu.cam.ac.uk/bugs/

0 Y; ~ N(y;, 1), 1ed{l,...



Application: Topic models

» Goal: to represent topics in text classification.

» Popular model: Latent Dirichlet analysis.
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@j ~ Dirichlet(B), 64 ~ Dirichlet(«),
zj ~ Dirichlet(63,), wi|z; = j ~ Dirichlet(y;).



Back to basics

» A Bayesian network encodes a single joint probability density
over X.
» The joint density is specified through a directed acyclic graph.
» Each node represents a random variable X; in X.
» Parents of X;: pa(X;).



Example: The dog problem

By Charniak, 1991:



Semantics: The Markov condition

Every variable is independent of its nondescendants nonparents
given its parents.
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Exercise

Enumerate the independence relations implied by the Markov
condition on these three networks.

> CHAIN: @_}@_»@
o O (0—©@
> COLLIDER: %%@



Semantics: Basic result

Every variable is independent of its nondescendants nonparents
given its parents.



Semantics: Basic result

Every variable is independent of its nondescendants nonparents
given its parents.

Theorem
The Markov condition implies that any Bayesian network
represents a unique joint probability density that factorizes as:

p(X) = H p(Xi|pa(X;)) -



Semantics: Basic result

Every variable is independent of its nondescendants nonparents
given its parents.

Theorem
The Markov condition implies that any Bayesian network
represents a unique joint probability density that factorizes as:

p(X) = H p(Xi|pa(X;)) -

Such a factorization reduces the number of needed probability
values.



Exercise

QB Qc QD
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Write down the factorization of the joint distribution for
[A,B,C,D,E,F,G].



Exercise

1. Convince yourself that, given a directed acyclic graph, it is
possible to order the variables in such a way that variable X; is
never preceded by one of its descendants.

2. Prove that for any Bayesian network,
p(X) = [ [ p(XilY),

where Y] is a set of variables that precede X; in some ordering
of variables that guarantees that X; is never preceded by one
of its descendants.

3. Now prove Theorem 1.
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Fast in a computer (polynomial algorithms).



d-separation

» Famous concept in Bayesian networks.

v

Very complicated; sound, but not complete.

v

Conceptually important: allows one to discard pieces of the
network.

v

Proved only using the graphoid properties.

v

Fast in a computer (polynomial algorithms).

Definition

Given three sets of variables X, Y and Z, suppose that along every
path between a variable in X and a variable in Y there is a variable
W such that:

1. either W is a collider and is not in Z and none of its
descendants are in Z,

2. or W is not a collider and is in Z.
Then Y and X are d-separated by Z.
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Perfect maps?

v

A graph-based representation scheme where independence is
equivalent to d-separation is a perfect map.

Bayesian networks are not perfect maps: There may be
independences without d-separation.

Bayesian networks are independence maps: a d-separation
implies an independence.

Moreover, all independences implied by d-separation are

obtained by application of graphoid properties to the Markov
condition!



An exercise on failure of representation...

From Pearl, p. 126.

1.

o o kW

Consider population of animals where disease is spreading
through sexual contact.

Closed heterosexual group: two males M1, M2 and two
females F1, F2.

M1 and M2 are independent given F1 and F2.
F1 and F2 are independent given M1 and M2.
A pair of male-female is not independent.

Show: no Bayesian network with only four nodes can
represent this.
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Inference

» We want: P(X4|Xg).

» That is,

P(Xq, XE)
P(Xe)

> ox\(xg.xe} P(X)

P(XqlXe) =

2x\xe P(X)
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» That is,
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Inference

» We want: P(X4|Xg).
» That is,
P(Xq, Xe)
P(Xg)
> ox\(xg.xe} P(X)
2xxe P(X)
>ox\(xg.xe} L7 P(Xilpa(Xi))
>oxxe P(IT; p(Xilpa(Xi)))

P(XqlXe) =

» Problem is #P-hard; some special cases are easy (polytrees:
Pearl algorithm), and some algorithms work well in practice...

» There are very powerful algorithms to approximate this
(MCMC, variational, loopy).

» There are other inferences... to be mentioned later.



Exercise
Compute P(F|L).

p(f)=0.5 p(b) =05
p(l|f) =0.6 p(/|f€) = 0.05
p(d|f,b) =0.8 p(d|f,b)=0.1
p(d|f¢,b) =0.1 p(d|fc,b)=0.7
p(h|d) = 0.6 p(h|d€) =0.3



Learning

» Get training data, produce graph/probability values.

» Maximum likelihood: counting, and perhaps the EM
algorithm.

» Bayesian: typically with conjugate priors and independence
assumptions; often through MCMC or variational
approximations.



Building a Bayesian network

» Elicitation from experts.

» Start identifying variables, and build the graph.
» Then elicit the numbers.

» Learning from data.

> Elicit graph, learn numbers.
» Learn graph and numbers.

» ... or any combination of expert opinion and data.



In short,

1. Bayesian networks are compact and intuitive.
2. They consist of graph and conditional distributions.

3. Basic assumption is Markov condition.



In short,

=

Bayesian networks are compact and intuitive.
They consist of graph and conditional distributions.

Basic assumption is Markov condition.
The method is not “perfect” in a technical sense (not all
independences can be represented).
» Should we try other kinds of graphs? We could: Markov
random fields, chain graphs, etc. None is “perfect”... Anyway,
not discussed in this talk...



Credal networks

v

Suppose we have a set of variables X.

v

We wish to compactly specify a set of joint distributions over
X, using graphs.

v

Maybe we just wish to specify a set of Bayesian networks.

v

Or, maybe we wish to specify a set of joint distributions using
a single graph and associated credal sets.

» This is a credal network.



Defining credal networks

» Take a directed acyclic graph, with a variable associated with
each node.



Defining credal networks

» Take a directed acyclic graph, with a variable associated with
each node.

» Two possibilities:

1. We assume that every node is associated with a “local” credal
set/lower prevision conditional on its parents, and some rule
that combines these local pieces.

» Maybe impose p(X) =[], p(Xi|pa(Xi))?

2. We assume a Markov condition of some sort, and see what
happens.

» Maybe derive p(X) = []; p(Xi|pa(X;))?



Defining strong extension

» Suppose we have a directed acyclic graph, with a variable
associated with each node.

> Suppose every node is strongly independent of its
nondescendants nonparents given its parents.

» Take the largest set of joint distributions that satisfies this
condition (the strong extension).

» What is this set?



Strong extension

» The strong extension is the convex hull of a set of joint
distributions, all of which factorize as

p(X) = H p(Xilpa(X;)) .



Example: The credal dog problem

® ®

I

p(f) € [0.5,0.6] o(b) < 0.5
,D(/‘f) S [0-5,0.7] p(/|fC) _ [0.1’0'2]
p(dlfe.b) = 0.1 p(d|f<,b%) = 0.7
p(h|d) € [0.5,0.8]  p(h|d°) =0.3



Note: in the previous example,

> there are 2° possible ways to factorize the joint distribution...
Number of vertices is the main challenge with strong
extensions.

» all local credal sets are separately specified; we might instead

have a constraint p(/|f) + p(/|f€) > 0.5. Or maybe even a
non-local constraint p(/|f) > p(h|d)...



Separately specified strong extension

> The strong extension is the convex hull of a set of joint
distributions, all of which factorize as

p(X) = H p(Xilpa(X;)) -

» Hence each variable can be associated with a “local” credal
sets K(X;|pa(X;) = mix), one for each valid 7.



Separately specified strong extension

> The strong extension is the convex hull of a set of joint

distributions, all of which factorize as
p(X) = [ [ p(Xilpa(X:)).
i

» Hence each variable can be associated with a “local” credal
sets K(X;|pa(X;) = mix), one for each valid 7.

» Vertices of the joint credal set are combinations of vertices of
the “local” credal sets.

» Any lower/upper expectation is attained at a vertex of the

joint credal set (thus at a combination of vertices of “local”
credal sets.



Exercise

» One can imagine a set of joint distributions that satisfies the
“strong” Markov condition but that is smaller than the strong
extension... just imagine imposing constraints amongst the
local distribution!

» Challenge: construct such a set of joint distributions for a
network X — Y, where X and Y are binary variables.



Specifying local conditional credal sets

v

Qualitative constraints (back to Wellman, 1990).

v

Probability intervals (back at least to Tessem, 1992).

v

Order of magnitude comparisons.

Belief functions.

v

v

Possibilistic measures.

v

General constraints (back a long way, van der Gaag, Moral,...),
either on probabilities or on lower probabilities/expectations.



Defining epistemic extension

» Suppose we have a directed acyclic graph, with a variable
associated with each node.

» Suppose every node is epistemically independent of its
nondescendants nonparents given its parents.

» Take the largest set of joint distributions that satisfies this
condition (the epistemic extension).

» What is this set?



An example of epistemic extension

Consider network

W —(—@

with four binary variables, and probability intervals assigned to all
probability values.

More than 6 million vertices in the epistemic extension!!!
For more on epistemic extension, see Gert' talk.



Epistemic independence and d-separation

» Epistemic independence does not satisfy the contraction
property.

> A credal network with epistemic independence may not satisfy
d-separation.

» Example:

» Binary variables W, X and Y.
» K(W,X,Y) is convex hull of three distributions:

W | X | Y | ;XY W) | pp(X, Y, W) | p3(X,Y, W) |

Wo | Xo | Yo 0.008 0.018 0.0093
w | X | Yo 0.072 0.072 0.0757
W | X1 | Yo 0.032 0.042 0.037
w | X | Y 0.288 0.168 0.228
W | Xo | M 0.096 0.084 0.09

W | X | 7 0.024 0.126 0.075
W | X1 | 7 0.384 0.196 0.290
2 0.096 0.294 0.195

» X and Y are epistemically independent; X and W are
conditionally epistemically independent given Y.
» But X and (W, Y) are not not epistemically independent.



Epistemic independence and a conjecture

» Epistemic independence does not satisfy the contraction
property.
> A credal network with epistemic independence may not satisfy
d-separation.
» Perhaps the way to go is to pursue different graph-based
models (Moral, Vantaggi).
» Perhaps the way to go is to assume just epistemic irrelevance.

» Conjecture: the epistemic extension does satisfy d-separation.



Inference with strong extensions

» Strong extensions are quite similar to Bayesian networks (for
instance, d-separation).

» Inference is:
P(X4|XE) = min P(Xy|Xg) .
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Inference with strong extensions

» Strong extensions are quite similar to Bayesian networks (for
instance, d-separation).

» Inference is:
P(X4|XE) = min P(Xy|Xg) .

» Or, more explicitly,

min ZX\{Xq,XE} [I; p(Xilpa(X;))
>ox\xg LT p(Xilpa(Xi))

where typically the min is over a large set of “local” credal
sets.

> This is a multilinear program.
» Solution lies at a set of vertices of credal sets.

» Best solutions resort to optimization theory to procedure
inference engines.



Exercise

Compute P(F|L).

p(f) € [0.5,0.6] p(b) < 0.5
p(l|f) € [0.5,0.7] p(/|f¢) =[0.1,0.2]
p(d|f,b) =0.8 p(d|f,b¢) =0.1
p(d|fe,b) =0.1  p(d|fc,b) =0.7

p(hld) €[0.5,08]  p(h|dS) = 0.3



Inference methods

» Enumeration methods (obsolete), multilinear programming
(exact/approximate), simulated annealing, genetic
algorithms... (approximate), variational (approximate).

» Special case where exact inference is simple: polytrees with
binary variables.
> Polytrees: if one discards arrow directions, one gets a tree.
» Binary variables: credal sets are intervals.



2U and loopy 2U

> In the polytree+binary variable case, the 2U algorithm
produces inferences in polynomial time.

» The 2U algorithm can be understood as a sequence of
message exchanges between nodes in the polytree; the
sequence surely ends.

» The loopy 2U algorithm is an approximate method for general
graphs: messages are continuously exchanged, until
probability intervals for all nodes are obtained (no guarantees,
but good practical performance).



Complexity

Bayesian Networks

Problem Polytree Bounded induced-width General
Belief updating Polynomial Polynomial PP-Complete
MPE Polynomial Polynomial NP-Complete
MAP NP-Complete NP-Complete NPPP_Complete
MmAP Y 5-Complete Y 5-Complete NPFP-Hard
Strong extensions
Problem Polytree Bounded induced-width General
Belief updating || NP-Complete NP-Complete NPPP_Complete
MPE Polynomial Polynomial NP-Complete
MAP ¥ 5-Complete Y 5-Complete NPFP-Hard

(Bounded induced-width: subjacent graph has induced-width
bounded by O(log(s)), where s is the size of input.)




Learning

> First scenario: missing data.
Absence of assumptions concerning missing data leads to set
of estimates for probability values.

» Example:

Consider network X — Y and data:
X|0|1]0]|1]1
Y{1][0|0]1]|?7?

Here, maximum likelihood estimate for P(Y = 1|X = 1)
belongs to [1/3,2/3].




Learning with imprecise priors

» Second scenario: imprecise priors. For instance, instead of
Dirichlet distributions, the Imprecise Dirichlet model (IDM).

» Here we have, with suitable independence assumptions over
the priors:

X Nk S+ Njjk
P(X; = x;; Xi) =mix) € ’ ’
( i XU|pa( l) 7T,k) |:5 + njx s+ nik:|

where s is the parameter of the IDM.



Application |

Expert system for assessment of debris in Switzerland (IDSIA).

Permeability Watershed Area
— \
/ Rainfall Duration
—_— —
—

Geology

Soil Capacity

Rainfall Intensity
Channel Width Peak Flow

D
Water Depth Local Slope
~ —
Debris Thickness NP Granuiometry 3

—

Available Thickness

Risk Level



Application |l

Semi-qualitative prior for facial expression recognition (IDSIA).




Application Il

Credal classifiers: dealing with missing values, few data points, and
imprecise priors in classification (IDSIA).

) )

JNCC2: www.idsia.ch/"giorgio/jncc2.html



Application Il

Credal classifiers: dealing with missing values, few data points, and

imprecise priors in classification (IDSIA).

JNCC2: www.idsia.ch/"giorgio/jncc2.html

Dwase [WBC]  RCCTMAR CC AR o o Dua i NBC | NCCIWAR NCCT AR Subseis af ances

_ €[ g | e _ € g | ¢

€ & a2 = = € € = o

g g s €1z 2 % € . € HEEEIERE

Sl |8 Se 8lel| o= H H 2 =l e | &8 s 8z o= R z

o glg€lg | &z E £ | F % & sl 818182 25 5 |8 ¢ %

Elelilg|e&|d|g|s|d 3 |88 8 HHEIEE IR R g g8 8 £

AL - 3 g 8 AR ]

4§ 4 2 3|24 2 3288 |¢ ¢ &% §4/8)3 B85 28 &8 2 8 |%
ecoli (8 cl) 850 (842885 [ 922 [38 544 [ 950 [ 966 | 52 [ 885 [ 666(64) [ 950 [729(34) 747(43) ecoli (8¢l.) 852 696 [ 949 [ 94.1 | 38 [ 889 [672(57) | 949 [ 629(30) | 604 (6.7)
Gl (6cl) | @5 S 804 | 05 |24 224 | 819 | 048 | 37 804 $3669) | 819 6306 61669 dus ) 675 296 | ®5 [ oL | 30 817 5680 | 65 @702 58769 |
haberman (2l | 720 | 918 | 742 1000 | 20 | 667 | 808 | 1000 | 20 | 742 | 47(109) | 808 | 541(48) 565(62) haberman (2 el) | 720 794 | 785 | 1000 [ 20 | 738 | 47(122) | 785 | 46.6(57) | 47.1 0.6)
kr-kp (2¢l) 868 984 | 87.4 [ 1000 |20 | 54 [ 1000 | 1000 | 20 | 874 | 48(10.2) | 100.0 | 86.1(0.4) 86.7(04) kekp (2 ¢l) 880 529 | 968 [ 1000 [ 20 886 [ 49.1(94) | 968 | 78.1(10) | 790 (0.9)
letter 26¢l) | 724 916 | 770 | 577 |27 | 133 | 90 | 979 | 187 | 770 | 220(1.2) | 90 | 683(02) 684(02) letter (26 cl.) 79 3531067 | 918 [117 | 774 | 220(1.1) [ 967 | 599(03) | 600 (0.3)
monksl (2cl) | 700 874 | 727 | 1000 | 20 | 397 | 825 | 1000 | 20 | 727 | 512(58) | 825 | 61.6(3.0) 643(36) monksl (2¢l) | 710 588 | 80.1 1000 | 20 | 737 | 518(55) | 801 | 57.9(24) | 606(32)
monks2 (2cl) | 622 866 634 | 1000 | 20 | 153 | 812 | 1000 | 20 | 634 | 546(68) | 812 589022 597(23) monks2 (2¢l) | 622 402 | 725 | 1000 | 20 | 635 | 535(6.0) | 725 | 55.6(22) | 563 (2.5)
monks3 (2¢l) | 953 992 | 955 | 100.0 | 20 | 673 | 967 | 1000 | 20 | 956 | 64(25) | 966 91.7(32) RS5(3.1) monks3 2¢l) | 955 905 | 972 | 1000 | 20 | 963 | 64(313) | 876 | 73(14.1) | 73(14.1)
nursery(Scl) | 870 (975 | 874 | 789 |20 | 490 | 984 | 99.6 | 25 | 874 | 66.1(53) | 984 | 760(1.0) 76.0(09) nunsery (Scl) | 878 688 | 972 | 996 | 23 | 883 [ 678(45) | 972 | 67.1(15) | 669(12)
opdigin (1061) | 912 952 955 | 865 | 27| 145 | 999 | 585 | 80 935 | 46506 | 59 702 8802 s (0 513 St 990 | o84 | 45 [995 [ 4526y | 0 52004 | 52407

pendigits (10¢cl.) | 872 963 | 89.5 | 818 | 2.5 292 | 97.1 | 99.1 | 7.2 | 895 | 267(2.7) | 971 | 83.1(0.3) 832(0.3) pendigits (10cl) | 874 571 [ 955 | 968 | 54 | 897 [257(25) | 955 | 765(05) | 773

gment(Tcl) | 910 | 893 | 956 | 967 |37 317 | 988 | 999 | 6.1 | 956 | 525(39) | 988 | 874(0.7) 887(07) segment (7cl) | 916 548 | 977 | 993 | 55 | 959 | 549(30) | 977 | 842(09) | 878(

Sonrecly | 544 905 §69 | 100020 | 415 | 919 1000 20 | 569 | 9043 | 979 761 Tra@h ) Ses | 014 1000 20 &1 o) | o4 | @962 [752¢

spambase (2cl) | 89.1 | 995 | 894 | 1000 | 20 | 420 | 972 | 1000 | 20 | 894 | 31(134) | 972 | 833(05) 83.7(04) ‘spambase (2cl) | 889 761 | 941 | 1000 | 20 | 892 | 39(128) | 941 | 72.6(08) | 733 (
spect (2.¢l.) 761 908 | 793 | 1000 | 20 | 539 | 902 | 1000 | 20 | 793 | 44(126) | %02  598(41) 63.7(43) spect (2¢1) 734 674 | 835 [ 1000 | 20 | 78.1 | 365(88) | 835 | 523(40) | 609 (4.
splice (3 ¢l.) 945 972 9.4 | 962 |22 | 00 [ 1000 [ 1000 | 3.0 | 964 | 495(7.6) | 1000 [ 949(0.2) 94.5(0.2) splice (3 ¢l.) 951 0.1 [ 1000 | 1000 | 2.8 [ 962 | 52.1(55) | 100.0 | 95.1(02) | 950 (0.
Vavefom () | 813 990 816 905 | 20 197 | 965 | 100 | 23 [816 0310 | 5 78004 %202 Vavclorm 31y | 814 s | ®6 1000 2.1 | 816 92659 | 96 | 71708) | 72006
e (T0cy | 366 919 556 | 700 |23 280 | @1 | 51 | 37555 356 | @1 31700 51707 s 106ty | 512 ssi| @3 | 815 | 29 |90 %60 | 613 | 48018 | 45109



Application IV

CRALC: description logic with probabilities, applied to mobile
robotics (USP).

Desk = Table M dnear.Chair, Entrance = Door I dnear.Sign,
InteriorObject LT Object,
P(Object) € [0.2,0.8], P(Environment) € [0.2,0.8] .




Application V

Planning with Markov Decision Processes with Imprecise
Probabilities: graph-based representations of transition credal sets
(USP).

(define (domain sysadmin)
(:requirements :adl) (:types comp) (:predicates (up ?c)(conn ?c 7d))
(:action reboot
:parameters (?x - comp)
seffect
(and (decrease (reward) 1)
(probabilistic 0.9 (up 7x))

(oneof
(forall (?d - comp)
(probabilistic

0.6 (when (exists (?c - comp)
(and (conn ?c ?7d)(not (up ?c))(not (= ?x ?7d))))
(not (up 7d))
)
(forall (7d - comp)
(probabilistic
0.8 (when (exists (?c - comp)
(and (conn ?c ?7d) (not (up 7c))(not (= ?x ?7d))))
(not (up 7d))
)N



To conclude...

v

Graph-based “languages” can be used to compactly encode
probabilities and credal sets over several variables.

v

Credal networks are quite flexible and expressive.

v

There are several possible extensions for a credal network.

» Strong extension is the most popular.
» Epistemic extension is quite intuitive.

v

Inference and learning methods have been developed.

v

Applications have been addressed.



